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Abstract
Speakers often choose utterances under uncertainty about the potential opinion of the
listener. In this case, utterances that do not signal the speaker’s opinion directly may
allow the speaker to avoid possible conflict: saying that an election outcome is interest-
ing rather than amazing, even if the speaker is truly excited about it, may give her an
option to retreat if it turns out that the listener’s opinion is the opposite. By enhancing the
Rational Speech Act framework with a turn-taking pragmatic system, we develop a model
of indirect communication that is able to (1) rationalize the choice of indirect utterances
when speakers’ opinions do not align; (2) capture complex reasoning about the true inter-
locutor’s opinion when facing indirect utterances and responses. The model has several
novel features: in addition to standard informativeness goals, speaker choices factor in
potential divergences of opinions between conversation partners. The listener model fur-
ther considers multi-turn dialogues rather than isolated utterances: it is able to derive
that an utterance like “interesting” can be interpreted positively or negatively depending
on preceding discourse. The model, though complex, makes novel, non-trivial qualita-
tive predictions, which are supported by data from three behavioral experiments reported
here.

Introduction
Human linguistic communication is not a simple encoding-decoding process based on a fixed
code, but relies heavily on pragmatic reasoning about the context and the conversation part-
ners’ beliefs and intents [1]. Consider how the meaning of the predicate “interesting” changes
in contexts (1) and (2):

(1) a. Alex: The election outcome is amazing!
b. Bo: I find it interesting.

(2) a. Alex: The election outcome is awfull!
b. Bo: I find it interesting.

In (1) Bo’s utterance likely signals a negative evaluation, while the same utterance carries
a positive evaluation in (2). In this paper we aim to (i) empirically verify the intuition that
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the meaning of utterances changes dynamically depending on the preceding context; and
(ii) develop a formal model of pragmatic inference that is able to reproduce this effect. To
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develop this model, we first ground the meaning of predicates, such as “amazing” and “inter-
esting” in relation to a one-dimensional scale reflecting an agent’s attitude towards a binary
issue, and represent an agent’s opinion state as a distribution over such scales. Second, we
develop a speaker model that regulates utterance choice taking into account the opinion of
the listener. Finally, we use Bayesian inference to model how true beliefs of the speaker can be
inferred from her utterance and preceding discourse.

Building on the seminal work of Paul Grice [2] and fueled by a more recent “empirical
turn” [3,4], formal approaches to pragmatics, and particularly the Rational Speech Act frame-
work [5], have spawned probabilistic models of contextualized reasoning and expression
choices, which account for many different phenomena, including the meaning of number
words [6], scalar implicature [7], metaphor [8], reference [5,9], and vagueness [10,11] to name
but a few cases (for a recent overview see [12]).

The prevalent focus of formal, probabilistic, and experimental pragmatics has long been on
a particular mode of language use, namely the cooperative communication of relevant infor-
mation about the world. A few exceptions include models of strategic communication where
values of conversation partners do not align [13,14] and models of use-conditional meaning
[15]. More recently, the field is undergoing a second, this time “social turn,” focusing increas-
ingly on more social aspects of meaning and communication, including models of signal-
ing one’s persona [16,17] and ideology [18,19], learning about others [20,21], and appear-
ing polite [22,23]. Recent experimental studies have targeted the role of face management in
determining the meaning of scalar expressions [24]. Along related lines, the interactions of
power, social distance, and gender as well as their influence on face management strategies in
verbal communication were studied [25].

This work seeks to contribute to this growing literature on probabilistic modeling and
experimental investigation of social factors in language use. We introduce a novel extension
of the Rational Speech Act family of models, which considers the gradual, dynamic, multi-
turn sharing of opinions through the strategic use of indirect messages and pragmatic reason-
ing in cases where conversationalists may have reason not to reveal their beliefs, stances, and
opinions directly.

Background
Sharing mental attitudes, such as beliefs, preferences, and assumptions—which we here
collectively address as opinions—is a critical component of interpersonal relations, group
formation, and bonding [26,27]. The motivation to share mental states with other people
develops early in life. It manifests itself already in the apparent desire of infants to share signif-
icant experiences with their caretaker before their first birthday [28]. Experimental evidence
further suggests that preschoolers prefer puppet toys that are similar to themselves in phys-
ical appearance and food preferences [29]. The “like me/not like me” dichotomy is impor-
tant already to pre-linguistic infants, who prefer others who share similar traits with them
[30]. Mahajan and Winn [30] further maintain that similarity to self is an inherent prefer-
ence exhibited by humans and further emphasize the importance of similarity for interper-
sonal attraction. Dissimilarity and conflicts in beliefs and attitudes, in turn, may damage the
relationship between interacting partners. During a conversation, monitoring whether an
utterance carries a risk to the relationship is one of the factors that determines the speaker’s
utterance choices. For example, Brown and Levinson [31] conceptualized such social con-
siderations in the notion of face and argued that face preservation is a major motivational
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force that shapes human interactions. As a result, in social interaction contexts humans are
confronted with the objectives to align with their conversation partners while staying true to
themselves.

Aligning opinions requires care, restraint, and decency. Consider the case of two
researchers in Cognitive Science, Alex and Bo, seeing a poster for a big conference on
Machine Learning. If Alex believes that the poster offers promising tools for cognitive science,
she may choose a statement, such as in (3).

(3) These results carry an incredible potential for Cognitive Science!

However, if she fears that Bo’s opinion might be negative, a safer option would be an utter-
ance, such as in (4).

(4) These results carry an interesting potential for Cognitive Science!

The predicate “interesting” in (4) is an example of the kind of indirect language use we
focus on in this paper: indirect utterances do not fully reveal the true opinion of the speaker.
Additionally, indirect utterances are compatible with multiple interpretations, just like
ambiguous images can be interpreted in multiple ways depending on a viewpoint. What
changes the interpretation of such utterances are the assumptions of the listener about what
opinions are plausible. From Bo’s reaction to the utterance in (4), as exemplified in (5), Alex
may be able to infer a great deal about Bo’s beliefs about the matter.

(5) a. Yes, we will soon all be unemployed.
[negative consequence]

b. Yes, we will see exciting new work in computational cognitive modeling.
[positive consequence]

If Bo replies with the utterance in (5a), then most likely she perceived “interesting” as a
negative assessment, while the utterance in (5b) signals her positive perception of the same
utterance. The model developed in this paper, the Alignment Model of Indirect Communi-
cation (AMIC), intends to capture exactly this kind of use of indirect language to explore
whether or where opinions—used here as a catch-all term for various stances and attitudes—
are shared, so as not to risk loss of face.

In linguistics and philosophy of language, the topic of indirect communication has tradi-
tionally been associated with the Speech Act Theory [32,33]. In this framework, speech acts
are classified as indirect when they feature a mismatch between their form and function: for
example, the utterance in (6) contains a request despite bearing the form of a question.

(6) Could you please pass me the salt?

While the speech-act-theoretic analysis viewed the indirect/direct distinction as a binary
contrast, more recent experimental studies suggest that it might be better viewed as a gradable
category (see [34] for an overview of different approaches).

Much of both theoretical and experimental literature on indirect communication has been
concerned with formulating the strategies that explain the choice of indirect speech acts, with
face-saving being one of the prominent driving forces of indirectness [35]. By choosing to be
indirect, the speaker can avoid sending negative feedback to the listener and thus preserve the
listener’s face. Furthermore saying positive things might be beneficial for the speaker’s face as
well, since social norms might favor being positive—the so-called Pollyanna effect [25,36–38].
Thus, face-saving strategies have been used as explanations of polite language use [39].
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AMIC builds on related earlier work on probabilistic models of politeness (e.g. [22,23,40]
and other models of social meaning (e.g.[16,17,41]). Such models generalize more basic mod-
els of pragmatic language generation, which assume that the speaker’s preferences for select-
ing utterances pivot almost solely around considerations of truth and informativity (about
the world). To explain social language use, these models assume that the speaker’s preferences
also include a social payoff component, next to informativity. The idea that speakers combine
social and informational goals in the choice of their utterances has been previously formu-
lated in both conversation analysis [42] and theoretical pragmatics, which particularly empha-
sizes the co-presence of informational and relationship goals in conversations [31,43]. The
study of language as a social action [44] further emphasizes the role of social considerations
in shaping conversations.

A key observation of previous modeling is that, if we define the speaker’s preferences for
utterances as a composite utility function roughly like

Utility(u) =𝜔 Informativity(u) + (1 – 𝜔) SocialValue(u),

then we find that speakers tend to produce less informative utterances—here addressed
as indirect [14,33,45,46]—to the extent that informativity and social value of an utterance
diverge and the speaker prefers to emphasize the social dimension of language use over the
informative, as captured by the weight parameter 𝜔. The parameter 𝜔 can take values between
0 and 1. A value of 1 means that only informativity will be taken into account; on the con-
trary, a value of 0 means that no weight is given to informativity but only social value mat-
ters, which is often defined as sending positive feedback to the listener in politeness models;
a value of 𝜔 = 0.5 will distribute the utility evenly between informativity and social goals. For
example, a speaker who finds listener’s baking skills relatively poor may prefer a double nega-
tive “not bad”, as in (7) if she weighs social utility highly (low omega). Indirectness here offers
the speaker a good evasive strategy if one wants to be polite (for an overview of the effect of
negation on the meaning of adjectives, see [25,47]).

(7) a. Alex: How did you like my cookies?
b. Bo: They were not bad.

Indirect language use is associated with ambiguity—a situation where an utterance fea-
tures multiple possible meanings. More specifically, we will be concerned with pragmatic
ambiguity—a property of utterances that emerges in discourse when the meaning of the utter-
ance as a whole may change depending on the context [48,49], world knowledge, or beliefs of
conversation partners. Evidence from computational modeling suggests that ambiguity may
offer necessary flexibility to conversation partners to adjust word meanings to each other [50].

The linguistic source of pragmatic ambiguity in our case lies in subjective predicates and
their potential to communicate speaker’s opinion indirectly. The meaning of subjective pred-
icates, such as “delicious” and “horrible” differs from objective predicates, such as “square”
and “deciduous,” and these differences affect the types of linguistic environments in which
these predicates can occur [51–55]. Critically for us, subjective predicates are gradable—a
property that has been related to vagueness [56]. Vagueness of predicates, as a lexical prop-
erty, can become a source of ambiguity at the utterance level. The usage of partially gradable
subjective predicates allows us to construct utterances whose interpretation is influenced by
linguistic and extra-linguistic context. Furthermore, subjective predicates allow for so-called
faultless disagreement [39,57,58]. In such situations, speakers who express opposite opinions,
such as in (8), may still both be right.
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(8) Alex: The election outcome is amazing!
Bo: The election outcome is not amazing!

In politeness contexts, speakers were shown to prefer negated indirect statements such as
“not amazing” since they offer speakers several benefits. First, a speaker can avoid using an
alternative negative statement, such as “terrible” (see [59] and [60] for an overview of the role
of alternatives in speech production and interpretation). Second, negated indirect statements
are compatible with a wide range of world states, offering speakers a loophole if they want to
deny having given a negative assessment [39].

Contribution
So far, most probabilistic models of social or polite language use have focused on situations
where the social value function was essentially known to the speaker. This is a reasonable
assumption, for example, for the case of evaluating the impact of statements like (7) on the
addressee’s self-esteem. But to explain the case of dynamically exploring potential (mis-)
alignment of opinion like in (5), AMIC will include a novel social value function, which is
(i) subject to uncertainty, and (ii) considers utility arising from alignment of opinions, with
(higher-order) uncertainty about these opinions.

The second and arguably more critical contribution of this work is the inclusion of multi-
turn inferences, which may capture the dynamic process of opinion alignment as the dialogue
unfolds over several turns. Previous attempts to model multi-turn interactions have con-
cerned question-answer pairs [61], dialogues that aim at establishing references to location
[62], and sequential language games where agents cooperate to jointly establish the identity
of references given that each of the agents only has partial information about the target object
[63]. In this work, we turn to the inferences conversation partners draw about each other
rather than objects in the world by reasoning about sequences of utterances that have been
added to the conversation previously. This inference process allows conversation partners to
establish the meaning of utterances in a dialogue.

While AMIC is generally able to model multi-turn inferences across many turns of dia-
logue, we here focus on two-turn dialogues for reasons of complexity. Just as established work
in Conversation Analysis has shown that much can be learned from studying pairs of dia-
logical utterances, so-called adjacency pairs [64,65], we argue that our focus on two adjacent
turns in a conversation, rather than isolated utterances, on the one hand, or unstructured dia-
logue, on the other hand, enables systematic investigation of basic mechanisms of opinion
inference during conversations.

Even with the restriction to two-turn conversations, AMIC showcases how (i) speakers
may strategically choose to be indirect and (ii) how they learn about their partner’s opinion
from the subsequent (linguistic) reaction to their (in)direct utterance. Indeed, we present
novel empirical data that supports AMIC’s general predictions about the effects on speaker
choices of utterances arising from beliefs about mutual opinion and speaker’s weighing of
social value. More strikingly, based on simulation studies, we find that the model makes
novel, subtle, but non-trivial predictions about interpretations in two-turn dialogues, which
we test empirically as well.

The paper is structured as follows. We first introduce the vanilla RSA architecture and dis-
cuss previous RSA-extensions that introduce complex utility functions. We then propose a
novel model which implements social utility from opinion alignment. We showcase inter-
esting predictions of this model, derived from simulation. Finally, we demonstrate that the
qualitative patterns predicted by the model are confirmed with behavioral data.
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The alignment model of indirect communication
The goal of the Alignment Model of Indirect Communication (AMIC) is to account for (i)
the choice of indirect utterances when the speaker pursues multiple conversational objectives;
(ii) the inferences the speaker draws about the opinion of the listener upon observing the lis-
tener’s reply to an indirect utterance. We develop the AMIC within the Rational Speech Act
framework [5,9,66], which models pragmatic communication in terms of speakers choosing
utterances to maximize their conversational goals, and listeners using inverse reasoning about
the speakers’ policy to infer the speakers’ intended messages from the observed utterance.
Building on previous models in this tradition, we introduce a social utility function to model
the speaker’s goal of avoiding apparent conflict in opinion and consider a larger interpretation
horizon of multiple utterance. To do so, we introduce a novel formalization of (higher-order)
belief about opinions, and explore several measures of opinion alignment in the context of the
model. The following first introduces a vanilla formulation of the RSA model and previous
extensions of it to cover social reasoning, before introducing the AMIC.

Vanilla RSA
The vanilla RSA model defines probabilistic choice policies for the speaker and the listener.
The model contains a specification of the utterance space (a set of utterances that are avail-
able to the speaker) and the meaning space (a set of world states that are considered). The
speaker selects an utterance u for a given state (a meaning to be communicated) with con-
ditional probability PS1(u ∣ s), which is proportional to the utterance’s utility US1(u, s)) for
state s, using a parameterized soft-max function:

PS1(u ∣ s)∝ exp(𝛼 ⋅US1(u, s)) (1)

For example, the scenario in Fig 1 consists of three objects that represent the considered
world states and four possible utterances that correspond to the features of the objects: cloud,
circle, blue, and red. The speaker then considers for each of the utterances how likely they are
to let the listener identify the intended object. For example, if the speaker wants to signal the
object in the middle, she can use the utterances cloud or red. Both of the utterances are in this
case ambiguous since they select two objects, so the speaker assigns equal probability to both
of them.

For simple applications, e.g., for referring to an object from a list of potential referents or to
describe a world state from a known set of alternatives, the utility function of the speaker can
be defined in terms of the negative surprise of a literal interpreter L0:

US1(u, s) = logPL0 (s ∣ u) (2)

Fig 1. Scenario: a blue cloud, a red cloud, and a red circle. If the speaker S1 wants to refer to the object in the
middle she can say either red or cloud, since these utterances give an equal chance that the listener will select the red
cloud.

https://doi.org/10.1371/journal.pone.0323839.g001
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This utility function can alternatively be motivated as the goal of minimizing the distance
between the speaker’s belief (which is here assumed to be a degenerate probability distribu-
tion ruling out all but one world state s) and a literal interpreter’s belief after hearing utterance
u [10,67,68].

The literal listener can essentially be thought of as a construct to ground out pragmatic rea-
soning in a base layer of semantic meaning, and may simply be defined as a choice of a state
proportional to how true it is, for some (Boolean or non-Boolean) semantic meaning function
f that maps pairs of utterances and states onto numbers in the unit interval:

PL0(s ∣ u)∝ f(u, s) (3)

For the scenario presented in Fig. 1, it means, for example, that an utterance red allows the
literal listener L0 to assign equal probability to the objects in the middle and on the right (a
red cloud and a red circle).

Finally, pragmatic interpretation is formalized as a pragmatic listener who uses Bayes rule
to solve the inverse problem of recovering the latent state s based on their prior beliefs and the
speaker’s policy:

PL2(s ∣ u)∝ PS1(u ∣ s) ⋅ P(s) (4)

Unlike the literal listener, who assigns equal probability of being chosen to all objects that
qualify, the pragmatic listener L1 imagines a cooperative speaker and infers the intended
meaning by reasoning about her communicative behavior. For example, upon hearing red, the
L1 would reason that if the speaker wanted to refer to the red circle she could have said circle
since that utterance identifies it uniquely. Since she didn’t say circle, it must be that she meant
the red cloud. The L1 would then assign a higher probability for choosing the red cloud upon
hearing red.

RSAmodels for social meaning
The speaker’s behavior in the vanilla RSA model is driven by the goal of signaling the
intended meaning efficiently. As such, the vanilla RSA does not cover situations where speak-
ers choose indirect utterances for social reasons, such as politeness. In order to account for
such additional social considerations, the utility function of the speaker can be extended to
also include additional goals beyond being informative. For example, work on politeness has
suggested representing the speaker’s utility function as a linear combination of the desire to be
informative and to maximize the emotional well-being of the listener [22,23,40].

U(u, s,𝛾) = 𝛾 Uinformative(u, s) + (1 – 𝛾) Uvalue(u, s) (5)

Here, the utility component to be informative is as defined above, and the novel social util-
ity component can be defined in terms of how much the literal interpretation of utterance u
pleases the listener when the true state is s. Politeness models commonly consider scenarios
where the speaker needs to give feedback to the performance of the listener, such as in (9).

(9) Politeness scenario:
a. Alex: How was my poem?
b. Bo: It was not bad!

Politeness models [22,23,40] predict that even if the the utterance “not bad” is not optimal
from the informativity point of view because its meaning is compatible with a wide range of
possible world states, it is an optimal choice if the speaker is simultaneously trying to signal
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a true state and make the listener happy. Politeness models further predict that if the speaker
optimizes solely the social utility (𝛾 = 0), she would be expected to select only positive utter-
ances. Setting priority to sending fully true information (𝛾 = 1) would result in a preference
for direct utterances. A combination of these goals (0 < 𝛾 < 1) leads polite utterances being
chosen, which tend to be indirect.

However, since social utility in previous work on politeness is defined via the emotional
value that an utterance carries for the listener, these models do not generalize to other cases
of indirectness, where the speaker’s goals may not be about producing positive feedback. For
example, an utterance, such as (10a) or (10b), where the speaker expresses an opinion about
the recent election, does not have a straightforward low or high politeness utility. As a result,
politeness models predict that the utterances (10a) and (10b) carry the same social utility.
Hence, the speaker’s choice in this case will be handled purely by information utility. If the
speaker’s goal is to communicate a strongly positive opinion (five hearts out of five, if mapped
to a simple hearts scale), informational utility will be higher for the direct utterance (10a)
compared to the indirect one (10b). The predicate “amazing” in (10a) is only compatible with
a state of the world where the speaker would assign five hearts out of five to the election out-
come. While “interesting” is also compatible with this world state, “interesting” can also refer
to other world states that include fewer hearts. Hence, to express a strongly positive opinion
(five hearts), the predicate “amazing” is more useful since it produces a higher chance of the
listener inferring the intended state correctly.

(10) a. The election outcome is amazing!
b. The election outcome is interesting!

Politeness models further predict that a positive evaluation, such as in (10a) has a higher
utility than the negative one, such as in (11). However, this prediction fails to capture the fact
that a positive evaluation can be dispreferred if the expected listener’s opinion is actually neg-
ative. Politeness models therefore cannot account for the fact that a negative evaluation, such
as in (11) can be an optimal speaker’s choice if her true opinion is negative and the expected
listener’s opinion is negative as well.

(11) The election outcome is awful!

In the following section we introduce AMIC, which operationalizes the social utility of
utterances by formalizing belief alignment objectives. We start with proposing a more general
formalization of opinions, which are then used in the alignment model.

Opinions and their degree of alignment
The general idea of the AMIC is that speakers choose more indirect expressions if they are
not sure that their own opinion aligns well with that of the interlocutor(s). Spelling out this
idea formally requires making assumptions about how to represent opinions and how to mea-
sure alignment between them. It is common in models of opinion dynamics (e.g. [69–71]) to
focus on the simplest case of opinions, namely opinions about a binary issue (such as whether
abortion should be legal, veganism is good, climate change is human-made, etc.), and to rep-
resent an agent’s opinion simply as a number o∈ [0; 1] on the unit interval. The opinion o is
then a single number representing the agent’s position, i.e., how much the agent agrees with
the binary issue. For our purposes, this representation of opinions is not fine-grained enough,
because we would like to represent two relevant dimensions:

(i) position: to what extent does the agent tend to agree with the issue?
(ii) opinionatedness: how large or small is the range of positions on the issue that the agent

would find acceptable?
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We therefore represent an agent’s opinion state in terms of a probability distribution
on the unit interval. As a choice of convenience, we consider the class of Beta distributions
(Figure 2). A Beta distribution is usually defined with parameters 𝛼 and 𝛽. We will use the
symbols 𝛽1 and 𝛽2, correspondingly to refer to these parameters to avoid confusion with the
𝛼 parameter of the RSA models. However, for convenience, a Beta distribution can be re-
parameterized in terms of its mean 𝜇 ∈ [0; 1] and “sample size” 𝜈 > 0. Starting from 𝛽1,𝛽2 ≥ 1,
as the usual parameters of the Beta distribution, this alternative parameterization is obtained
via the one-to-one mapping: 𝜇 = 𝛽1

𝛽1 +𝛽2
and 𝜈 = 𝛽1 +𝛽2 –2. The mean 𝜇 can be interpreted

as the agent’s position or bias, and the sample size 𝜈 can be interpreted as the agent’s opin-
ionatedness, where 𝜈 = 0 corresponds to a uniform distribution over [0; 1], that is, effectively
no, or a fully ambivalent, opinion. As a result, 𝜈 reflects how much evidence the agent has
accrued to back up her position. The set of all opinion statesO is then given by all Beta dis-
tributions (with 𝜇 ∈ [0; 1] and 𝜈 ≥ 0). We denote the listener’s and speaker’s opinion as OL

and OS respectively. Fig 2 illustrates five opinions encoded as Beta distributions. To illustrate
the effect of parameter combinations on the shape of the Beta distribution further, we have
designed a dynamic web-application that is available at https://cognitivemodeling.shinyapps.
io/indirectness/ (please check the option “add position-opinionatedeness curve” on the right
to manipulate the parameter values.).

When representing an opinion by means of a density that is parameterized via two param-
eters, a measure of alignment between two agents’ opinions should be sensitive to both
parameters. If we represent opinions as probability distributions, we can use information-
theoretic measures of divergence or distance between probability densities, which are sensi-
tive to both expected value and variance of the distributions they relate. Concretely, we want a

Fig 2. Examples of different opinion states as Beta distributions with different values for parameters ‘position’
𝝁 and “opinionatedness” 𝝂. The five densities’ parameters are (in order of increasing ‘position’): 𝜇1 = .14, 𝜈1 = 35;
𝜇2 = .36, 𝜈2 = 22; 𝜇3 = .5, 𝜈3 = 8; 𝜇4 = .64, 𝜈4 = 22; 𝜇5 = .86, 𝜈5 = 35.

https://doi.org/10.1371/journal.pone.0323839.g002
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measure of opinion divergence to be a function:

Div∶Δ(ℝ)×Δ(ℝ)→ℝ,

that maps a pair of opinion states onto a real-valued measure of how much the opinion states
diverge from each other. As for notation, we write Δ(X) as the set or space of all probabil-
ity distributions over X. In the following, we use a symmetrized version of Kullback-Leibler
divergence to measure alignment. If P and Q are probability distributions, we define opinion
divergence as:

Div(P,Q) =DKL(P||Q) +DKL(Q||P) ,

where DKL is the KL-divergence. Other information-theoretic measures of divergence or dis-
tance are conceivable. In the Supporting information we show divergences between the five
opinion states from Fig 2, for symmetrized KL-divergence and some salient alternatives (S1
Fig). Except for the very regular Earth Mover’s distance measure, simulations with the alter-
native divergence measures yield similar qualitative predictions when used in the final model,
as illustrated in S2 Fig, S3 Fig, and S4 Fig. The Kullback-Leibler divergence has also been
used for information utility calculations in other work within the Rational Speech Act frame-
work, e.g. [10], indicating full compatibility with other utility formalizations. Beyond RSA, KL
divergence measures have been employed in the active inference literature modeling combi-
nations of epistemic and goal-directed behavior as well as multi-tasking and task-switching
behavior [72–74].

Higher-order beliefs about opinions
The AMIC assumes that the pragmatic choice of an utterance as well as the interpretation of
an utterance are sensitive to opinion alignment. But there can be uncertainty about the inter-
locutor’s opinion (first-order uncertainty), uncertainty about the interlocutor’s first-order
uncertainty (second-order uncertainty), and so on. While AMIC does not go beyond second-
order uncertainty, it may be useful, nonetheless, to have a general notation for potentially
even higher-order beliefs.

Let X be the listener L or the speaker S, and Y be the respective other agent. If OY is agent
Y ’s opinion state, then 𝜋X

1 is agent X’s (first-order) belief about agent Y ’s opinion. Formally,
𝜋X

1 ∈Δ(O) is a probability distribution over the space of all opinion states (here: the space
of Beta distributions). For any i > 1, 𝜋X

i is agent X’s (i-th order) belief about agent Y ’s (i–1)-
th order belief. For example, a second-order belief of agent X is a probability distribution
𝜋X

2 ∈Δ (Δ(O)), i.e., a probability distribution over probability distributions over Beta distri-
butions. In other words, the second-order belief of X, that is, 𝜋X

2 , denotes a distribution over
potential first-order beliefs of Y, that is, 𝜋Y

1 , about the possible opinions of X, that is,OX.
As for notation, we interpret expressions 𝜋X

i as random variables and write PX1(OY ∣ 𝜋X
1 )

to represent the probability for a particular opinion OY. For example, we write PS1(OL ∣ 𝜋S
1) to

represent a pragmatic speaker’s beliefs about the listener’s opinions.

Literal interpretation
As explained above, the vanilla RSA model grounds out pragmatic reasoning in a layer of
literal interpretation, often formally represented as a literal listener. The formulation given
above in Equation 3 assumes that there is a semantic meaning function f ∶ s,u↦ [0; 1] which
maps pairs of states and utterances to truth (or “truthiness”) values. For our application, we

PLOS One https://doi.org/10.1371/journal.pone.0323839 May 28, 2025 10/ 33

https://doi.org/10.1371/journal.pone.0323839


ID: pone.0323839 — 2025/5/27 — page 11 — #11

PLOS One The alignment model of indirect communication

are interested in what expressions like in (12) below reveal about the opinion of a speaker. In
the present context, we sidestep the linguistic question of how such statements are related to
information about opinions (in the wide sense that we endorse here). We will simply assume,
for the time being, that there is a literal interpretation function L0(u)∈O, which assigns to
each utterance u a distribution over positions (numbers in [0; 1]) usually associated with u
based on its conventional meaning. For the simulations reported in this paper, we will pro-
vide an empirical measure of L0(u), as detailed in the description of Experiment 1 below.

Pragmatic speaker
The AMIC formalizes the situation in which a pragmatic speaker chooses between utterances
in an attempt to satisfy multiple conversation goals: (i) signal their own opinion and (ii) align
with what they believe to be the listener’s opinions, given their first order belief 𝜋S

1. The latter
objective models the active avoidance of opinion conflicts, that is, strong opinion mismatches.
For example, the AMIC will assign a higher probability to the utterance (12b) than to (12a)
when 𝜋S1

1 is believed to oppose the speaker’s opinion OS1 and the speaker has a strongly pos-
itive opinion about some matter. On the other hand, if the speaker has a positive opinion
and believes that opinions are aligned, then the model will assign a higher probability to the
utterance (12a), since this utterance will have a high information utility and social utility.

(12) [Speaker’s opinion in strongly positive.]
a. The election outcome was amazing.
b. The election outcome was interesting.

Formally, the mental state of the pragmatic speaker is captured by their own opinion OS1
and their beliefs about the opinion of the listener 𝜋S1

1 . Given OS1 , 𝜋S1
1 and the assumed literal

listener’s interpretation of utterances, that is, L0(u), we can define the two goals of the speaker
as:

1. informative goal: L0(u) should be as close as possible to the speaker’s own opinion OS1 ,
and

2. social goal: L0(u) should be as close as possible to the believed listener’s opinion, that
is, 𝜋S1

1 .

These two goals translate into two utility functions, where the social utility corresponds to an
expected utility over potential opinions of the listener:

Uinf (OS1 ,u) = –Div (OS1 ,L0(u))

Usoc (𝜋S1
1 ,u) = –∫ PS1 (OL ∣ 𝜋S1

1 ) Div (OL,L0(u)) dOL

The model specification assumes that the speaker knows how the listener interprets
utterances—it is part of their background beliefs. Further work may evaluate more complex
scenarios where the listener’s interpretation is not fully transparent to the speaker. A potential
solution lies in including lexical uncertainty into the model [75–77].

We use the information-theoretic notion of Kullback-Leibler divergence, as specified
above, in the calculation of both information and social utilities. This divergence measure
takes into account both the location of the distribution on the negative-positive scale and
how peaked the distributions are. Thus, we are able to consider both the polarity of an opin-
ion and the speaker’s certainty. The total utility Utotal is a linear combination of these two, with
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parameter 𝛾 weighing their relative importance:

Utotal (OS1 ,𝜋S1
1 ,u) = 𝛾 Uinf (OS1 ,u) + (1 – 𝛾) Usoc (𝜋S1

1 ,u) (6)

The speaker’s utterance choice probability, given their own opinion and a belief about the
literal listener’s opinion, is the usual soft-max of the total utility:

PS1 (u ∣OS1 ,𝜋S1
1 )∝ exp (𝛼 Utotal (OS1 ,𝜋S1

1 ,u)) (7)

As an example, Fig 3 shows the probabilities predicted by the AMIC for uttering one of
the five opinions given particular opinions of speaker and listener—where the opinions are
modeled by the Beta densities shown in Fig 2—and given a relative weighting 𝛾 = 0.8 of the
informative utility. The AMIC predicts that speakers are more likely to choose an indirect
utterance when they expect the listener to have an opposing opinion. The more the opin-
ions are believed to align, the higher is the probability to choose the most direct opinionated
statement. S6 Fig shows further examples of simulations for numerical utilities and resulting
speaker probabilities.

Pragmatic listener
The pragmatic listener L2 uses the utterance-generating model of the pragmatic speaker, in
concert with Bayes rule, to infer which mental state of the speaker (consisting of an opinion
and a belief about the literal listener) could plausibly have led to the observed utterance. Con-
sequently, the pragmatic listener’s mental state is a triple ⟨OL2 ,𝜋L2

1 ,𝜋L2
2 ⟩ consisting of: (i) L2’s

own opinion OL2 ∈O, (ii) L2’s first-order beliefs 𝜋L2
1 ∈Δ(O) about the speaker’s opinion,

and (iii) L2’s second-order beliefs 𝜋L2
2 ∈Δ(Δ(O)) about the speaker’s beliefs about the lis-

tener’s opinion. The posterior beliefs of the pragmatic listener about the speaker’s opinion are

Fig 3. Utterance choice: model predictions. The speaker’s actual opinion is strongly positive. Her utterance choice depends on her opinion and the
belief about the opinion of the listener, as well as the communicative goal. In this simulation, the informational and social goals are weighted at 0.8 and
0.2, respectively; the 𝛼 parameter is set to 0.18. A higher value of 𝛼 leads to more deterministic utterance choices that favor the utterance with highest
utility. The left panel demonstrates that when the speaker believes that the listener has a conflicting opinion (strongly negative), she prefers less direct
utterances (slightly positive or even neutral) although her opinion is actually strongly positive.

https://doi.org/10.1371/journal.pone.0323839.g003
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inferred by Bayes rule:

PL2 (OS1 ∣ u,𝜋L2
1 ,𝜋L2

2 )∝ ∫ PS1 (u ∣OS1 ,𝜋S1
1 ) PL2 (OS1 ∣ 𝜋L2

1 )PL2 (𝜋S1
1 ∣ 𝜋L2

2 )d𝜋S1
1 , (8)

which is the marginal distribution over the opinion OS1 , marginalizing over the other com-
ponent that the pragmatic listener is uncertain about, which is the speaker’s beliefs about the
(literal) listener 𝜋S1

1 .

Learning about each other: a simulation
The pragmatic speaker protocol defined in Equation (7) describes a general way of choosing
utterances in cases where the communication of opinions is important. Likewise, the prag-
matic listener interpretation rule in Equation (8) describes a general format of inferring poste-
rior beliefs about the speaker’s opinions after hearing an utterance, based on prior beliefs and
the assumption that the speaker generates utterances following the protocol in Equation (7).
Together, these production and interpretation rules provide a simple model of learning about
each other’s opinion (see Fig 4). For example, after a first utterance uA, which Alex chooses
based on Equation (7), Bo may update her prior beliefs about Alex’s opinion using the rule in
Equation (8). The posterior beliefs Bo obtains via Equation (8) may then feed into her choice
of a subsequent utterance uB, again chosen via Equation (7). Finally, Alex may then interpret
the utterance uB via Equation (8) to learn from how Bo reacted (via uB) to her utterance uA. In
this way, the model sketched here shows a path for agents to learn about each other’s beliefs.
A particularly interesting possibility is that more sophisticated agents may use the sequen-
tial nature of this model to choose utterances strategically, based on their potential to reveal
beliefs from anticipated follow-up utterances. For instance, Alex may choose a particular uA
also taking into account how much they will learn about Bo’s beliefs from the likely reactions
uA may trigger in Bo. Experimental evidence suggests that at least some speakers are capable
of using ambiguity strategically to gain information about the interpreter’s prior preferences
[20,21], but we will not model this behavior here.

To assess the model’s predictions we simulate the interaction shown in Fig 4. In particu-
lar, we simulate the belief updates given person A chooses an utterance uA to which person
B provides a response uB. The simulation assumes the informational weight 𝛾 = 0.8—yielding
a social weight of 1 –𝛾 = 0.2—and a soft-max factor 𝛼 = 0.18 (Eq. 7). Similar values and sim-
ilar densities yield similar results. We represent opinions by means of the five Beta distribu-
tions shown in Fig 2 and beliefs as probability masses over those five opinions. In particular,
we commence with uniform prior beliefs over the five opinion densities as first and second
order beliefs (i.e, 𝜋A

1 , 𝜋B
1 , 𝜋A

2 , 𝜋B
2 )—all of which we encode as probability masses over the five

opinion densities. Moreover, person A and B are assumed to have one particular opinion OA

and OB, respectively. The first utterance uA leads to two updates. Person B updates her beliefs
of the opinion of person A (i.e., 𝜋B∣uA

1 ←𝜋B
1 ). By the same process, person A updates what

she believes that person B now believes about person A herself, seeing that she has revealed
aspects about herself via her utterance uA (𝜋A∣uA

2 ←𝜋A
2 ). After the choice of the response uB

by person B, we finally compute the resulting belief that person A will have about person B’s
opinion (i.e., 𝜋A∣uB

1 ←𝜋A
1 ). As we implement 𝜋A

2 identical to 𝜋A
1 , that is, as a probability mass

over five considered opinion densities, the integral effectively sums over all potential opinions
that person A may have, when considering her utterance and starting from a uniform prior.

Table 1 shows selected results from these simulations. A full simulation of all possi-
ble combinations of utterances and responses can be found in the Supporting informa-
tion section (S7 Fig). We see that when speaker A’s utterance uA is strongly negative and
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Fig 4. Multi-turn interaction in the alignment model. Each agent infers the other agent’s beliefs based on their prior
beliefs about the interlocutor’s beliefs and the utterance probabilities that these prior beliefs about the interlocutor
entail. In this plot, we diverge from talking about speakers and listeners and instead talk about persons A and B (e.g.,
Alex and Bo). This simplifies the notation so that, for example, 𝜋B

2 are person B’s second order beliefs. We denote
with 𝜋B∣uA

1 person B’s first-order beliefs (about person A’s opinions) after interpreting utterance uA and, similarly,
𝜋A∣uA

2 person A’s second-order beliefs (about person B’s beliefs about person A’s opinion) after having uttered uA.

https://doi.org/10.1371/journal.pone.0323839.g004

Table 1. Predicted probability distributions over inferred speaker B’s opinions (i.e., 𝝅A
1 ) given a strongly

positive, neutral, or negative statement of speaker A and either a slightly negative (rather bad) or a slightly
positive (decent) response of speaker B. Utterances are marked in italics, labels of opinions appear in normal
font.

A’s posterior beliefs about B’s opinion
Strongly
negative

Slightly
negative

Neutral Slightly
positive

Strongly
positive

A: The election results are terrible (strongly negative)
B: I find them rather bad 0.16 0.35 0.28 0.19 0.02
B: I find them decent 0 0.08 0.18 0.32 0.42

A: The election results are okay (neutral)
B: I find them rather bad 0.27 0.35 0.24 0.13 0.01
B: I find them decent 0.01 0.13 0.24 0.35 0.27

A: The election results are amazing (strongly positive)
B: I find them rather bad 0.42 0.32 0.18 0.08 0
B: I find them decent 0.02 0.19 0.28 0.35 0.16

https://doi.org/10.1371/journal.pone.0323839.t001

speaker B chooses a slightly positive response, the model infers that speaker B’s actual opin-
ion is most likely strongly positive (second row). A slightly negative response in this sit-
uation suggests that speaker B’s opinion might be slightly negative (35%) but also neu-
tral (28%), or strongly negative (16%) (first row). If speaker A chooses a strongly positive
utterance while speaker B responds with a slightly negative utterance, the model infers
that the listener’s actual belief is most likely strongly negative (42% chance, previous to
last row).
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Summary: Modeling
In this section, we have presented the Alignment Model of Indirect Communication (AMIC),
which formalizes the intuition that one reason for the use of indirect utterances is to avoid
conflict between revealed opinions. It offers a mechanism based on formalizations of Bayesian
inference that allows for the detection of opinion divergences without making them explicit.
To represent the meaning of utterances and the opinions of conversation partners, we have
used Beta distributions. We have then formalized beliefs about the beliefs of the conversa-
tion partner. While the formalization enables an infinite regress, our model uses the recursion
up to the second-order belief only, which is probably the typical cognitive limit in everyday
conversations. Experimental evidence for postulating cognitive limits comes from the field
of decision making and behavioral economics where reasoning about mental states is studied
in the context of strategic games. Thus, employing higher-order mental models [78] is associ-
ated with higher cognitive effort [79–81]. In communication, evidence for limits on the levels
of higher-order representations comes from the study of reference in dialogue [82]. Work on
the understanding of sentences that involve propositional-attitude verbs further suggests that
speakers are limited in their ability to reason about higher-order mental states [83].

We introduced a pragmatic speaker function S1 that regulates the choice of utterances by
balancing the informational and social goals. We have formalized the process of inferring the
beliefs of a speaker following her utterance in the pragmatic listener function L2. The AMIC
predicts that indirect utterances can become an optimal speaker’s choice when she is simul-
taneously pursuing informational and social goals. It further captures the fact that speaker’s
opinion may differ from the literal meaning of her utterance. The AMIC also makes non-
trivial predictions, as shown in Table 1, about opinion inferences in two-turn dialogues (of
the kind shown in Fig 4). In the next section, we report on a set of empirical tests of the model
and discuss to which extent AMIC reflects the qualitative patterns we witness in the data.

Behavioral data
In this section, we report the results of three experiments that were designed to obtain dis-
tributions that represent the values of predicates on a five-heart scale (Experiment 1) and
test the predictions generated by the alignment model. In particular, Experiment 2 targets
the pragmatic speaker behavior, and Experiment 3 assesses how participants draw inferences
about opinions, testing the predictions of the pragmatic listener layer of the model.

Data reported in this paper were collected in the period from March 16, 2023 to May 24,
2024. We have obtained written consent from all participants and reimbursed them for their
participation at an hourly rate of £10. The Committee for Ethics in Psychological Research of
the University of Tübingen has reviewed the experimental protocol for this and other exper-
iments reported in this paper on March 03, 2021 and has not identified any ethical concerns
with the protocol or data handling.

Experiment 1: Empirical baseline of utterance values
In Experiment 1, we obtain an empirical baseline of utterance values mapped to a one-
dimensional opinion-space, as it is represented within the literal listener layer of the model.
The usual role of the literal listener in RSA models is to anchor pragmatic reasoning in literal
interpretation. The AMIC requires a literal listener that captures how various utterances relate
to opinion states. Concretely, we consider a literal listener as a function f that maps an utter-
ance into opinion space, so that L0(u)∈O, where the precise distribution may be determined
from empirical data as described next.
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To represent the values of utterances on the opinion-space in the form of a distribu-
tion, we conducted an online experiment via the Prolific crowd-sourcing platform with
US-English speakers(n = 51, 27 female, 23 male, 1 other; age range: 19–74, mean = 39,
median = 35).

We followed the data-elicitation paradigm proposed in [40], who asked participants to
evaluate predicates of personal taste, such as “good” and “not bad”, by mapping them to a
Likert-scale: the participants assigned a different number of hearts depending on their per-
ception of the description and the stated speaker’s goals. In our experiment, we asked the par-
ticipants to evaluate similar statements within a carrier phrase, like in (13), on a heart-scale
from 1 “strongly negative” to 5 “strongly positive”:

(13) The election outcome is...

A sample trial is shown in Figure 5.
We evaluated a total of ten different topics, such as election outcomes, animal condition in

agriculture, immigration laws, law enforcement, women’s access to reproductive care, etc. As
conversation topics we selected those that could potentially elicit a variety of opinions from
strongly positive to strongly negative.

To create experimental stimuli, we paired topic frames with one of ten subjective predi-
cates (14). We selected 10 subjective predicates that cover a range from strongly negative, as
in (14a), to strongly positive ones, as in (14e), taking inspiration from the choices adopted in
politeness studies [23]. Experiment 1 was designed to empirically assess our intuition about
the placements of predicates on this scale. Each participant judged 50 sentences that were
presented in random order. We therefore collected on average 255 data points per predi-
cate. A sufficiently large number of observations allowed us to abstract away from individual
variation in the interpretation of utterances.

(14) a. terrible, awful
b. poor, rather bad
c. interesting, okay
d. decent, pretty good
e. amazing, great

Figure 6 displays the values assigned by the participants to each of these adjectives with
all topics pooled together. It is these empirical distributions that we use as a representation

Fig 5. Experiment 1 (sample trial). Participants are asked to indicate the speaker’s attitude in hearts for ten
subjective predicates.

https://doi.org/10.1371/journal.pone.0323839.g005
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Fig 6. Utterance values for ten subjective predicates.

https://doi.org/10.1371/journal.pone.0323839.g006

of utterance values. The mean number of hearts assigned to each utterance allows us to clas-
sify the utterances as strongly negative (rounded mean = 1 heart), slightly negative (2), neu-
tral (3), slightly positive (4), and strongly positive (5). These distinctions are color-coded in
Fig 6. Thus, for example, the utterances “terrible” and “awful” are strongly negative, while
“amazing” and “great” are strongly positive.

The values we obtained do not directly indicate whether utterances are direct or indirect,
since we define indirectness as a property of utterances that emerges in discourse rather than
a lexical property of subjective predicates, such as, for example, vagueness. Thus, an utterance,
such as (15) may be judged as indirect if the speaker actually has a negative opinion about the
election outcome (one or two hearts on our scale). The same utterance can be direct if the true
belief state corresponds to four hearts.

(15) I found the election outcome decent.

In sum, Experiment 1 provides a motivation for assigning the utterances to a scale from
“strongly negative” to “strongly positive” and establishes a mapping between these categories
and belief states represented in hearts.
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Experiment 2: Pragmatic speaker
Experiment 2 was designed to assess how the communicative goal, the actual opinion of the
speaker, and an assumption about the listener’s belief affect utterance choices. We collected
data from 98 US-English-speaking participants recruited via Prolific (45 female, 52 male, 1
person preferred not to report gender; age range 18–76, mean = 40, median = 35). Data from
seven participants were excluded since they reported that they did not fully understand the
instructions. Thus, data from 91 participants were entered into the analysis. Fig 7 shows the
experimental set up. The experiment was a 2× 3× 2 within-subjects design resulting in 12
possible design cells. Since each participant contributed 10 data points, we obtained approxi-
mately 76 data points per design cell.

We manipulated the factor “match/mismatch” of whether opinions of speaker and listener
matched. The second factor—communicative goals—had three levels: share opinion (infor-
mational), share opinion and avoid conflict (informational + social), or simply avoid conflict
(social). By informational goals in this context we refer to signaling the true opinion of the
speaker. Speakers who pursue only informational goals are expected to always choose utter-
ances that signal their true opinion in the best possible way (e.g., saying that the election out-
come is terrible when their opinion corresponds to one heart). Social goals, in turn, amount
to avoiding conflict. We expect speakers who pursue only social goals to choose utterances
that match the opinion of the listener ignoring their own opinion (e.g., saying that the election
outcome is amazing if the listener’s state is five heart independent of what the speaker’s own
opinion is).

Fig 7. Experiment 2 (sample trial). Participants are asked to select an utterance given the speaker’s and listener’s
opinions and a communicative goal. In this case, the goal is purely informational.

https://doi.org/10.1371/journal.pone.0323839.g007
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Finally, we also varied whether the speaker’s opinion was positive or negative. Concretely,
speaker’s and listener’s opinions were either strongly negative (one heart) or strongly pos-
itive (five hearts). These two polar opinions potentially lead to greater differences in utter-
ance choice when we manipulate communicative goals. If the speaker’s opinion were neutral,
any utterance would not result in a conflict operationalized as divergence between opinions.
Therefore to maximize divergence we have selected strongly negative and strongly positive
opinions of conversation partners. Four combinations of speaker’s and listener’s opinions
(i.e., strongly positive, strongly positive; strongly positive, strongly negative; strongly negative,
strongly positive; strongly negative, strongly negative) allowed us to explore how the presence
of conflict (alignment of opinion vs. conflict) affects utterance choice.

In the beginning of the experiment, we informed the participants that a strongly posi-
tive opinion corresponds to five hearts, and a strongly negative opinion corresponds to one
heart. Each trial contained these labels as well as a reminder. We further offered participants
a sample trial before they started the actual experiment.

Based on the association of adjective meanings and the hearts scale established by Exper-
iment 1, the alignment model predicts that speakers should select indirect utterances more
often when they anticipate a mismatch in opinions and when they have social goals in addi-
tion to informational ones. Concretely, we were interested in two directional hypotheses
about the proportions of choices of indirect utterance:

H1: When social goals matter (the informational + social and the social conditions), we
expect more indirectness in the mismatch condition than in the corresponding match
condition.

a. mismatch-informational + social > match-informational + social
b. mismatch-social > match-social

H2: When opinions are mismatched, we expect more indirectness the more social goal mat-
ters:

a. mismatch-social > mismatch-informational + social
b. mismatch-informational+social > mismatch-informational

Fig 8 shows the proportion of indirect utterances depending on the match/mismatch
between the opinions of conversation partners and the speaker’s communicative goals. Direct
utterances correspond to the speaker’s true opinion in hearts. Thus, strongly positive utter-
ances were coded as direct if the true opinion of the speaker corresponded to five hearts. If
the utterance matched the polarity of the opinion (e.g. positive), but did not match the degree
(slightly positive while the opinion was strongly positive), we counted such utterances as indi-
rect. The “indirect” category further included the neutral utterances. Finally, utterances that
did not match the polarity of the true opinion were assigned to the “opposite” category, they
constituted 5 % of the trials. The Fig 8 thus demonstrates the proportion of indirect utterances
broken by the type of communicative goals and the opinion match/mismatch.

We then focused on the cases of mismatch between the opinions of conversation part-
ners and once again visualized the proportion of indirect utterances. Fig 9 shows how the rate
of indirect utterances changes depending on the communicative goal of the speaker and the
polarity of the speaker’s opinion (strongly negative vs. strongly positive). Alternative figures
with non-aggregated data are displayed in the Supporting information section (Figures S8 Fig
and S9 Fig).

To test our hypotheses, we ran a single Bayesian logistic regression model in which the
dependent variable was binary (“indirect utterance” vs. “other”) using the BRMS package in
R [84]. The independent fixed effects where all main factors of the experimental design with
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Fig 8. Experiment 2: Effect of opinions match/mismatch and conversational goals on utterance choice. Propor-
tion of indirect utterances increases when speakers pursue social goals in addition to informational ones. Participants
prefer indirect utterances when the opinions of conversation partners do not match. Error bars represent 95%
confidence intervals.

https://doi.org/10.1371/journal.pone.0323839.g008

Fig 9. Experiment 2: Utterance choice when opinions mismatch broken by the polarity of speaker’s opinion.
Speakers prefer indirect utterances when they pursue social goals, either alone or in addition to informational ones.
This effect holds both for the strongly negative and strongly positive opinions of the speaker. Error bars represent
95% confidence intervals.

https://doi.org/10.1371/journal.pone.0323839.g009

all two- and three-way interactions. Additionally, we included by-subject random intercepts.
We retrieved samples for the posterior estimates of the predictors of central tendency for each
design cell. Posterior samples were aggregated over the relevant subsets of cells and subtracted
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to test each one of the four hypothesized contrasts. We take the data and model to provide
evidence in favor of a directed contrast if (the sampling-based approximation of) the pos-
terior probability of the difference (aggregated central tendency of higher cell group minus
that of the lower) is credibly bigger than zero, which we take to be the case if the 95% credible
interval of the difference is entirely bigger than zero.

Based on this analysis protocol, we find that participants chose an indirect utterance reli-
ably more often when the opinions of conversation partners did not match given that the
speaker pursued a combination of informational and social goals (H1a, posterior mean =
0.412, 95% credible interval = [0.011,0.682]) or a social goal alone (H1b, posterior mean =
0.460, 95% credible interval = [0.014,0.736]). Contrary to our predictions, the rate of indi-
rect utterances was not reliably larger for social goals compared to a combination of social and
informational goals (H2a, posterior mean = 0.0171, 95% credible interval = [–0.147,0.190]).
This result suggests that speakers were not able to completely ignore the Gricean maxim of
quantity that prescribes speakers to prefer utterances that encode information most efficiently;
the social goals condition required them to abandon this principle of cooperative communi-
cation. However the comparison of a combination of social and informational goals to purely
informational ones conformed to our expectation: speakers were more likely to choose indi-
rect utterances when social goals were on the table in addition to the informational ones (H2b,
posterior mean = 0.278, 95% credible interval = [0.0005,0.539]).

Experiment 3: Pragmatic listener
In order to evaluate the model’s opinion inference we designed an experiment where the con-
versation partners exchange opinion statements on a certain topic, and the task of the partic-
ipants is to infer their actual opinion. The computational model of belief inference presented
in Section (12) predicts that the same utterance of the second speaker can be interpreted dif-
ferently depending on the first speaker’s statement and the communicative goals that the par-
ticipants pursue in the conversation. To mimic the model setup, we informed the partici-
pants that the speakers want to exchange opinions but do not want to run into a conflict. We
selected six adjectives (out of ten tested in Experiment 1) for the first speaker’s utterance such
that they reflect a full range of the scale from strongly negative to strongly positive with two
adjectives representing the middle of the scale. The second speaker’s adjectives included six
possible responses and excluded the most opinionated replies (strongly positive and strongly
negative), since they were not compatible with the stated communicative goal. Fig 10 displays
a sample trial for Experiment 2. Reply of the second speaker appears in the form of “I find...”
statements. Previous work in formal semantics has shown that “find” constructions license
subjective predicates [54,55].

We collected data from 286 US-English-speaking participants on Prolific (110 female,
173 male, 2 other, 1 chose not to report gender; age range: 19–76, mean = 40, median = 36).
Each participant completed 6 trials, each featuring a separate topic. Data from 12 participants
were excluded from the analysis since they reported that they did not fully understand the
instructions, data from the remaining 274 participants were included into the analysis.

We manipulated the first speaker’s statement (from strongly negative to strongly positive)
and the second speaker’s response (from slightly negative to slightly positive). We limited the
second speaker’s statement to the range between slightly negative to slightly positive since
including strongly negative and positive answers would not match the announced conversa-
tion goal that speakers want to exchange opinions but do not want to run into a conflict. We
therefore included 32 possible combinations of first and second speaker’s utterances, further
constraining them in a way that the same adjective cannot appear twice in a dialogue. Since
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Fig 10. Experiment 3 (sample trial). Participants are asked to read a dialogue and indicate how the second speaker
actually feels about the issue.

https://doi.org/10.1371/journal.pone.0323839.g010

each of the 274 participants contributed six data points, we ended up with approximately 51
data points per design cell.

In critical trials, we then asked how the second speaker may have felt about the topic. In
control trials (one trial out of six), we asked the participants to evaluate the statement of the
first speaker. This manipulation served two purposes: first, it acted as a way to increase the
participant’s engagement in the task. And second, the values on the heart-scale associated
with the first speaker’s utterance provided a baseline that allowed us to order the adjectives on
the negative-positive scale and provide an additional confirmation of the scale we obtained in
Experiment 1.

Figure 11 shows average values on the heart-scale, alongside model predictions, for opin-
ion inferences based on the first and the second speaker’s utterances. A plot of the non-
averaged data can be found in the Supporting information section (S10 Fig).

The key qualitative prediction of the model that we would like to assess is one of mono-
tonicity, so to speak: the higher the rank (i.e., the position expressed by the first speaker),
the lower the inferred opinion of the second speaker. Thus, for example, the model predicts
that participants should assign a higher score to the adjective ‘pretty good’ if the first speaker
statement was negative than when the first statement was strongly positive.

Based on visual inspection, this prediction seems to be supported, at least in tendency, by
the data. To test this, we ran a Bayesian regression model, using a cumulative-logit link func-
tion to regress the Likert-scale values data against monotonically ordered predictors [85] of
the ranks for the first and second speaker’s utterances, as well as their interaction, using the
default priors of the R package brms [84]. We find that the monotonicity coefficient asso-
ciated with the first speaker’s utterance rank is indeed credibly negative (posterior mean:
–0.210; 95% credible interval: [–0.314; –0.10]). To further corroborate this result, we also
compared this regression model, which has monotonically ordered predictors, against another
regression model which allows all rank-levels to be estimated freely from the data (without
constraints of monotonic ordering). We find that the model with monotonically ordered fac-
tors is substantially preferred under leave-one-out model comparison (difference in expected
log-density: 9.1, estimated standard error of this difference: 5.0; see [86]). Taken together, we
interpret this as initial evidence in support of the AMIC’s predictions.
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Fig 11. Opinion inference values. Panel “data” displays participants’ inference of the second speaker’s opinion
on a five-heart scale (1 heart corresponds to a strongly negative opinion, 5 hearts correspond to a strongly pos-
itive opinion). Panel “model” shows corresponding model predictions for slightly positive (pretty good), neutral
(okay), and slightly negative (poor) utterances. Error bars represent 95% confidence intervals, model predictions are
deterministic. Utilities in the inference model are set to 0.8 (informational) and 0.2 (social).

https://doi.org/10.1371/journal.pone.0323839.g011

If we disable social goals in the inference model, then the model interprets the second
speaker’s utterances at face value independent of the utterance of the first speaker, resulting
in lines that are parallel to the x-axis, thus showing no negative slope. A version of Figure 11
with a model that favors only informational goals while social goals are set to 0 can be found
in the Supporting information section (S5 Fig.). We further invite the readers to explore how
the weighting of informational and social goals affect the inferences in the R Shiny web-
app that accompanies the paper. It is available at https://cognitivemodeling.shinyapps.io/
indirectness/, tab “Opinion inference”.

Summary: behavioral data
Overall, we have reported the results of three experiments that were designed to provide an
empirical assessment of different components of the introduced the AMIC. Experiment 2
targeted the behavior of speakers pursuing a range of communicative goals. The results con-
firm that social goals and a possible mismatch in the opinions of conversation partners favor
the choice of indirect utterances, like the alignment model predicts. Finally, Experiment 3
demonstrates that participants were indeed able to interpret the speaker’s responses as indi-
rect when they knew that conversation partners were pursuing social goals. The inferences
about the actual speaker B’s opinion differed depending on the combination of speakers’ con-
tributions. The direction of change corresponds to the one predicted by the alignment model.
The empirical findings thus qualitatively support our AMIC model.
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Discussion
One of the goals of theoretical pragmatics is to define how listeners arrive at the meaning
of utterances beyond the literal meaning. Game-theoretic models, such as the Iterated Best
Response theory [87] and the RSA framework [5,9] have answered this question by assuming
that the listener reasons about the speaker, who is, in turn, reasoning about a lower level lis-
tener and maximizing the chance of the listener receiving the intended message. Thus, such
models defined utterance utility solely by informational utility. Later models included social
components, such as politeness [23] and social meaning [18], which additionally influence the
speaker’s utterance choice. In this paper, we argued that the desire to avoid conflict of beliefs,
which we defined in terms of opinion misalignment (or divergence), also affects the types
of utterances speakers opt for. We have shown that indirect utterances allow the speaker to
simultaneously satisfy informational and social goals. We have furthermore suggested that
indirectness is a tool that allows the speaker to probe the state of the listener’s beliefs. Thus,
conflict avoidance brings the additional benefit of implicitly checking if beliefs are shared.

On top of that, the alignment model of indirect communication (AMIC) proposed in this
paper contains a novel inference mechanism that tracks reasoning about mutual opinions
over extended stretches of dialogue. The mechanism infers the likely opinion of the listener
upon registering her response. The principle behind the implemented inverse inference pro-
cess is related to inverse reinforcement learning, which is able to infer the reward function
that determines the behavior of observed other agents [88]. It is furthermore related to com-
putational models that infer hidden states of other agents, such as their knowledge and their
preferences [89,90]—an ability that is indeed already observable in ten month old infants [91].
Our model embeds these mechanistic modeling principles into the realm of conversations,
where utterance choices are modeled based on communicative and social objectives. We have
used the inverse inference process to update beliefs about the covert opinions of conversation
partners. Similar inference processes could be used to, for example, infer conflict avoidance
utility weights (parameter 𝛾 in Eq. 6).

In this paper, we have used computational modeling as a method to formulate our theory
of indirect communication. It forced us to be explicit in the choice of representations and pro-
cesses. It further gave us an opportunity to spell out the contribution of different model com-
ponents by isolating them in simulations. For example, modeling allowed us to demonstrate
how opinion inference in Experiment 3 depends on the combination of speaker’s goals. If the
model assumes that the second speaker favors informativity and fully ignores social goals,
the model bases its opinion inference only on the literal meaning of the utterance. The model
fully ignores the first speaker’s utterance since the risk of running into conflict is no longer
relevant for utility calculation (see the model simulation and its comparison to actual data in
the Supporting information section, S5 Fig.) Thus, through simulations we could showcase
the contribution of different model components and reveal that both the informational and
social utilities are necessary to capture the behavioral patterns we report in Experiments 2
and 3.

Competitor models of politeness [22,23] are unable to match our predictions on the choice
of utterances and inference of opinions, since utility components have a simpler structure
that does not permit taking into account a potential mismatch of opinions between conver-
sation partners. Social utility of those models is determined solely by the value of an utter-
ance for the listener, with positive utterances carrying a higher value. AMIC makes more
fine-grained predictions in two respects: first, it takes into account the opinion of both the
speaker and the listener in calculating the utterance utility since it aims to avoid conflict; sec-
ond, our model predicts that the utterance utility cannot be reduced to a “positive is better”
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heuristic since a positive utterance might result in a conflict of opinions if the opinion of the
other conversation partner is negative. Furthermore, unlike the existing models of polite-
ness, we can factor in uncertainty over the opinions of the second speaker into our calculation
of utterance choice. Politeness models have so far assumed the value of the utterances to be
known (e.g. “amazing” corresponds to five hearts, while “terrible” corresponds to one heart).
The representation of speaker’s opinions as densities allows AMIC to make uncertainties
explicit.

AMIC has used Beta distributions as one option to represent uncertainty over a one
dimensional opinion axis. Elsewhere, one dimensional magnitude and ordinal axes were pro-
posed to explain, for example, spatial-numerical and spatial-ordinal behavior response effects
[92–94]. In the general case, though, opinions may certainly be encoded by means of more
complex representations. AMIC could in principle handle such representations, as long as
they can be encoded by means of (possibly multidimensional graph-structured) probabil-
ity densities and information-theoretically updated when additional evidence is perceived.
Any such density representation can be used to measure divergences between densities, thus
enabling the formalization of AMIC’s social and informational utility. As a result, other more
complex densities can be implemented in AMIC, as the model is agnostic to the exact method
of divergence calculation and Bayesian density updates. Beta distributions can therefore be
replaced by other formal densities such as the truncated normal, mixtures of densities, graph-
encoded densities, or even density approximations via binning approaches.

We do however, find support for the adequacy of our representational choice in our behav-
ioral data: Beta distributions closely match the empirical distributions of utterance values
obtained in Experiment 1. The R Shiny web-app designed for AMIC allows users to explore
how/whether the model predictions change when these empirical distributions are used in the
calculation of utterance utilities and opinion inference instead of the simulated Beta distribu-
tions. The app, along with detailed documentation, is available at https://cognitivemodeling.
shinyapps.io/indirectness/. Furthermore, we observe that all qualitative patterns that we
reported based on the calculations that rely on Beta distributions remain when these calcula-
tions are carried out with empirical distributions from Experiment 1. In sum, while AMIC’s
functionality is not restricted to Beta distributions as a form of opinion representations, this
simplification has enabled to use information-theoretic measures to explain how conversation
partners may choose and interpret indirect utterances, extending RSA models to two-turn
interactions.

Experiments 2 and 3 further allowed us to verify the predictions of the Pragmatic speaker
and Pragmatic listener layers of the model. Admittedly, our experiments are to a certain
degree artificial: in Experiment 2, for example, we explicitly asked the participants to follow
particular conversational goals, such as “be honest and avoid possible conflict”. Conversa-
tion goals in actual communication might be significantly more complex than the ones we
stated. Moreover, speakers are normally not confined to the narrow choice of utterances that
we offered to them. Though restrictive, the controlled experimental environment allowed us
to qualitatively assess particular predictions of our model, assuring that the participants and
the model have access to the same kind of information—a prerequisite for making model and
behavioral data comparisons meaningful.

Allowing participants to have more freedom in their choice of utterances might open new
possibilities for investigating the limits of the trade-off between informativeness and conflict
avoidance. The utterances that we offered to them so far encouraged finding a compromise
between the two. Moreover, we cannot exclude the possibility, that the trade-off becomes less
evident at the individual level, as some speakers might follow heuristics in their utterance
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choice that encourages them to always/never choose indirect utterances independent of con-
versation goals. However, at the population level, modeling the relation between informativity
and conflict avoidance as a trade-off makes predictions that we were able to attest in experi-
mental settings (for a discussion of individual- vs. population-level modeling in pragmatics
see [95].)

Currently, the scope of AMIC is limited to formalizing the inference of the opinion of the
speaker given the utterance that she chose. It does not model how the listener may change
her own opinion based on that inference—a challenge that we leave for future research.
While it may be possible, and ultimately desirable, to derive the way that utterances like “This
was interesting!” change an interpreter’s opinion just in virtue of their denotational, truth-
functional meaning, so far we have concentrated on working out the mechanisms of inferring
the speaker’s opinion upon observing her utterance. We have treated the semantics of utter-
ances, for the time being, merely in terms of their “opinion-change potential” (OCP), a term
coined in intentional analogy to the “context-change potential” of dynamic semantics [96–
98,e.g.]. Working out more realistic meaning representations is a challenging but necessary
part of possible future modeling efforts. Inclusion of belief alignment as a goal into the utility
calculation in AMIC may be considered as a possible extension. Finally, most current models
that take social utility into consideration, including ours, focus on a rather narrow set of com-
munication scenarios. Future work should broaden the scope and tackle the development of
models that can flexibly adjust their utility calculation to the current communicative context.

Taking a broader view, we propose that indirectness can be viewed as a social means to
foster the development of shared opinions, which is possible as long as (i) prior opinions are
not fully incompatible from the outset and (ii) the conversation partners are willing to adjust
their individual opinions towards those of the conversation partner. From a computational
standpoint, a certain degree of flexibility in the belief-encoding distribution ensures that con-
versation partners are still willing to adjust their belief systems to each other and reach con-
sensus [70]. How exactly listeners update their own opinion based on their prior opinion and
on what speakers say will require more elaboration. Factors like trust, status, competence, and
the like may play key roles as well as deeper social considerations of utility (do I benefit, in the
future, from adopting my neighbors’ beliefs?). A simple but compelling algorithm for opin-
ion change is to adapt the parameters of the listener’s Beta distribution to be more aligned
with the inferred speaker’s likely distribution. Taking this path will encourage making contact
with models of belief alignment and update, developed within analytic philosophy [99,100],
cognitive science [101], and mathematical modeling [102–104].

Conversation analysts confirm that speakers seek contiguity and agreement in verbal com-
munication [42]. Even a mere possibility of facing disagreement on certain topics may lead
the speakers to avoid these topics entirely. Thus, a survey of U.S. adults conducted by the
PEW Research Center in October 2019 showed that almost half of them stopped discussing
politics with other people [105]. A 2022 survey of 66 countries further confirmed this trend
[106]. These results show that social considerations and relationship preservation have a sub-
stantial influence on speaker’s choices, and the preference not to engage in a conversation is
one of the extreme but apparently frequent strategies of favoring social utility over the infor-
mational one. While allowing conversation partners to avoid conflict, this strategy also car-
ries significant negative consequences for finding alignment and reducing polarization (see
[107] for a recent overview). Indirect communication, in this light, opens opportunities for
finding a trade-off between various conversation goals that does not lead to the complete
abandonment of certain topics. Therefore, understanding the strategies that govern indirect
communication gains new meaning in the current age of political polarization.
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Conclusion
In this paper, we have brought together literature from social psychology, philosophy of lan-
guage, psycholinguistics, and cognitive modeling to formalize the mechanisms that may
underlie opinion alignment through the use of indirect utterances. From a sociological per-
spective, discovering whether opinions are shared serves two purposes: understanding the
world through validating reality and belonging to a group [26,108]. The discovery of shared
aspects signals to conversation partners that they may belong to the same social group. The
discovery of unexpected or rare alignment between two personal characteristics may lead to
an even stronger bonding effect [109]. Thus, confirming that certain assumptions belong to
the common ground may create the bonding and the “linguistic intimacy” [110] that emerges
when an indirect utterance was apparently interpreted as intended.

The proposed model formalizes how production and interpretation of indirect utterances
continuously provides conversation partners with signals of whether their belief systems
align. While avoiding conflict, they monitor each other’s interpretation of indirect utterances
and draw inferences about each other’s opinions. These inferences open space for dynamic
belief alignment and contribute to establishing and maintaining social bonds while speakers
navigate complex social environment.

Supporting information
S1 Fig. Alternative divergence measures. Measures of divergence between the opinion dis-
tributions may be interpreted as encoding the effort to change one belief into another one,
or, in other words, belief compatibility. a) Kullback Leibler (KL) divergence; b) Bidirectional
KL-divergence; c) Earth Mover’s Distance; d) Jensen-Shannon Divergence.
(PDF)

S2 Fig. Model predictions with divergence set to unidirectional KL-divergence. Unidirec-
tional KL-divergence produces a similar qualitative pattern compared to the bidirectional
KL-divergence: the model infers a more positive opinion of speaker B given a more negative
utterance of speaker A.
(PDF)

S3 Fig. Model predictions with divergence set to bidirectional Jensen-Shannon Diver-
gence. Jensen-Shannon Divergence (Fig (15)) shows a weaker relationship between the first
speaker’s utterance and the inferred opinion.
(PDF)

S4 Fig. Model predictions with divergence set to Earth Mover’s Distance. The Earth
Mover’s Distance (Fig (15)) even with modified parameters fails to capture the qualitative
pattern observed in the data.
(PDF)

S5 Fig. Model predictions with divergence set to bidirectional KL-divergence, informa-
tional goals set to 1.0, social goals set to 0. The inferred second speaker’s opinion does not
depend on the utterance of the first speaker: the model infers that the speaker says what she
means, since the social goal has been set to 0.
(PDF)

S6 Fig. Utterance utility values (panel A) and corresponding utterance choice probabili-
ties (panel B). The calculations assume that the speaker’s opinion corresponds to a strongly
positive (𝛼 = 30,𝛽 = 5) opinion distribution. Panel A shows utility values for utterances (rows)
given different speaker beliefs about the listener’s opinion state 𝜋S1

1 (here assumed to be
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single-peaked distributions). Panel B shows the corresponding utterance-choice probabili-
ties computed via Equation 7 assuming 𝜔inf = 0.8, 𝜔soc = 0.2, and 𝛼 = 0.18. The values show
that the model generates progressively smaller utilities for utterances that diverge from the
speaker’s opinion (strongly positive, in this case). Generally, utterances that offer the best
compromise between the speaker’s opinion and the believed listener’s opinion are preferred.
(PDF)

S7 Fig. Opinion inference. Model’s posterior estimation of speaker B’s opinion computed
via Equation 8 given an initial utterance that is strongly negative (panel A), strongly positive
(panel B), neutral (panel C), or slightly positive (panel D). Each row in each matrix encodes
a particular posterior belief distribution 𝜋A

1 over speaker B’s opinion given her response indi-
cated in each row.
(PDF)

S8 Fig. Experiment 2: Utterance choice (raw data). The left column shows the cases were
the opinions of conversation partners match. Here speakers prefer utterances that correspond
to their true opinion. The right column shows the cases of mismatch in opinion. Utterance
choices shift towards the middle of the scale.
(PDF)

S9 Fig. Experiment 2: Utterance choice (raw data), opinions mismatch. Cases where the
opinions of conversation partners do not match. The top row corresponds to the strongly
negative opinion of the speaker, the bottom row shows the strongly positive opinion of the
speaker.
(PDF)

S10 Fig. Utterance values for ten considered adjectives. Each data point represents a partic-
ipant’s response. Jitter was added for visualization purposes. The location of the clusters along
the vertical axis reflects how positive the inferred opinion is. Thus, the relevant contrasts lie
within each facet between the adjectives at the opposite ends of the scale. The model predicts
that upon hearing a predicate, such as “interesting”, participants should infer the opinion as
more positive if the predicate follows a strongly negative statement compared to a strongly
positive statement.
(PDF)
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